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A Software Model for Visualization of

Time Dependent 3-D Computational Fluid

Dynamics Results

A1 Globus, Computer Sciences Corporation 1

Abstract

We believe that the current generation of scientific visualization systems are inade-

quate for flexible, interactive, animated visualization of the largest time dependent

numerical simulations. The current approaches are inherently too inflexible and/or

too slow. To address this deficiency, we propose a new software model for time

dependent 3-D visualization. The model introduces concepts to improve visualiza-

tion of very large (many gigabyte) time-dependent numerical solutions. To provide

direct user control over crucial time vs. space vs. flexibility trade-offs, the model

includes a persistent object database of all scientific and visualization data includ-

ing time and space metrics. The model provides a common framework for users

and developers to understand visualization system requirements and capabilities.

There axe currently a number of efforts to incorporate the model into existing and
new visualization systems.

I. Introduction

The CFD (computational fluid dynamics) community has used visualization systems extensively

for many years [Buning85]. CFD results may be divided into time-independent and time-depen-

dent data sets. Among recent 3-D CFD results at NAS 2, time independent data sets range in size

from quite small to about 80 megabytes while the largest time dependent data sets range from
5,600 to 162,000 megabytes (see table 13).

Table 1: A Few Time Dependent CFD Simulations at NAS

Data Set

Smith91

GB92

Atwood92

Chawla92

Grid Nodes

2,800,000

1,400,000

1,600,000

900,000

Time Steps

100

400

500

9,000

Time Step Size

(megabytes)

56

28

32

18

Total Size

(megabytes)

5,600

11,200

16,000

162,000

I. This work is supported through NASA contract NAS2-12961.

2. The NAS (Numerical Aerodynamic Simulation) Systems Division at NASA Ames Research Center is a

leading supereomputer facility dedicated to the study of computational aerosciences, particularly CFD
[Bailey86].

3. Section V has a more complete version of this table.





Manyvisualizationsystemsaresuccessfullyusedto examinetime independentCFDresults[e.g.,
Buning85,Upson89,Bancroft90,Legensky90,Wavefront91,SGI92].However,visualizationof
3-D timedependentresultsis currentlyverydifficult duetothesheerquantityof data.Whenfaced
with dataquantityproblems,it is temptingto wait for hardwareimprovements.However,hard-
wareimprovementsinevitablyimply evenlargerCFDresults.Thus,webelievevisualizationsys-
temsoftwarerequiresmajorimprovementsto convenientandflexibly visualizethelargesttime
dependentCFDresults.

Weproposeasoftwaremodel to guidevisualizationsystemevolution.Sincedatasetsizeis the
coreof theproblem,themodel focusesalmostexclusivelyon thedata,intelligentdatacompres-
sion,databaseissues,andtimevs. spacevs. flexibility trade-offs.Most visualizationsystems
implementpartsof this model,butwebelievethatall componentsarecrucial.
Previous Work

Smith89 proposed unsteady visualization by taking subsets of the data and visualizing the subsets

rather than the entire data set. Smith, et. al., write "... in many cases the storage of the solution set

versus time at a few well-chosen cross-sections (e.g., two-coordinate slices through the three-

coordinate space) can capture the critical flow features." This is the core of our extract concept
(see below).

Levit and Krystynak are currently completing a 2-D time dependent flow visualization package

called CPT [Levit92]. While this is an excellent system, the approach will not generalize to 3-D
time dependent flows where data management problems are much more severe.

Haimes91 has developed the Visual3 software package to visualize unsteady 3-D flows, particu-

larly for unstructured grids. Time controls are, however, primitive. Dickenson91 presents excel-

lent time control facilities. Bryson91 uses virtual reality techniques to examine time-dependent

vector fields. Yamasaki92b distributes computation between supercomputer and workstation to
visualize time dependent flow.

To our knowledge, no existing general-purpose visualization system has demonstrated results on

the largest unsteady data sets calculated from solutions at speeds sufficient to give the illusion of
m " 1

ouon, although Bryson91 and Yamasaki92b have succeeded with a limited set of visualization
techniques on a somewhat smaller data set [Levit91].

Overview

Section II introduces the model. Sections III and IV take an in depth look at two major aspects of

the model neglected by current visualization systems. Section V looks at time vs. space vs. flexi-

bility trade-off issues. Section VI is a general discussion of the model's uses and implications.

Section VII is our future plans. Section VIII is a brief summary. Appendix A is a glossary. There

are two appendixes examining current visualization practice in the model's terms. Appendix B

discusses visualization techniques while appendix C discusses existing visualization systems.
Appendix D contains data relevant to the space vs. time trade-offs discussed in section V.

1. Usually at least ten frames per second. Note that video rates, thirty frames a second, are not generally
needed for scientific visualization.





II. The Model

Visualization systems 1 input raw data and output images.

' Visualization
Raw Data Systems .._ Images

Figure 1: Visualization Systems Convert Raw Data into Images

For CFD and many other numerical simulations, raw data are solutions of partial differential

equations represented by scalar and vector fields sampled on volumetric grids. For time-depen-

dent solutions, time is sampled discretely; i.e., the scalar and vector fields, and in some cases the

grid, change with each time step. As we are concerned with visualizing the largest solutions, for

the purpose of this paper solutions are 3-D and time-dependent unless otherwise noted.

Images are very inflexible - the viewpoint cannot be changed. Current visualization systems gen-
erally extract data structures describing 3-D graphic objects from static solutions. Modem work-

station hardware can convert these graphic objects to images fast enough 2 for interactive

viewpoint control. A graphic object is a set of vertices combined with rendering information such

as vertex color and normal vector. The terms display list, geometry, and geom are approximate
synonyms.

We see that most visualization systems support only two primary types of data: solutions and

graphic objects. A solution is transferred from disk to RAM then graphic objects are extracted by

visualization algorithms from the solution and rendered. This model has proven adequate for visu-
alizing large smile 3-D CFD solutions and time-dependent 2-D solutions.

Visualization

Solution Algorithms Graphic
Objects

Figure 2: Traditional Visualization Model

To visualize time-dependent 3-D solutions, smooth animation 3 of succcssivc solution time steps is

required and interactive response is highly desirable. For the largest solutions, this is difficult or

impossible using the traditional model because the largest solutions will not fit in RAM, and

sometimes not even on disk. Furthermore, although graphic objects allow interactive viewpoint

control, they are otherwise relatively inflexible. For example, the number of contour lines repre-
senting a scalar surface cannot be changed without recalculation from thc solution.

The key to visualizing enormous ilme-dependent solutions is to add an intermediate data type

between solution and graphic objects called extracts. An extract is a subset or rcsampling of the

solution's scalar and vector fields. Converting a solution to extracts achieves substantial, albeit

lossy 4, data compression by reducing data dimensionality or reducing thc size of spacc or timc

1. By visualization system we mean software designed to visualize scientific data in a general way using
many different techniques within a coherent framework.
2. At least a few times a second.

3. Usually requiting eight or more frames per second.





dimensions.If storageis limited, solutiontime stepsmaybearchivedor deletedoncetheproper
extractshavebeenextracted.Choosingtheright extractsis critical to successfulvisualization.

Visualization
Algorithms

Extracts

r 1
Visualization

Algorithms

Solution

Rendering

I Algorithms

Graphic
Objects

Figure 3: Extracts Provide Flexibility and Lossy Data Compression

Most visualization algorithms are easily modified to produce extracts rather than graphic objects

by deferring rendering decisions. For example, a grid plane extract is a subset of a solution grid's
nodes. Resampling is illustrated by a marching cubes [Lorenson87] isosurface extract. The isosur-
faces's vertices are the resampling points.

Extracts may be represented by grids with field data at each grid node. This contrasts with graphic

objects, which are vertices with rendering information. Obviously, graphic objects are closely

related to extracts. Consider an isosurface graphic object. Isosurfaccs are generally represented by
lists of polygons, usually triangles, with normal vectors at each vertex. An unstructured surface

grid consists of a list of polygons, usually triangles. Any set of scalars, vectors, or tcnsors could

be stored at each grid node. Thus, extracts differ from graphic objects by storing data rather than

rendering information at grid nodes (vertices). This substantially increases flexibility without
requiring additional storage.

Most extracts may be rendered in many ways. Consider a streamline 1 with a scalar field at each

vertex. This extract can be rendered as a color mapped curve, a stream tube [Schroeder91] with

diameter as a function of scalar value, a ribbon with ribbon orientation controlled by the scalar

field, etc. Note that extract rendering decisions can be made or changed even after the solution has
been deleted.

For additional flexibility over graphic objects, one may calculate one extract from another. Con-

sider a velocity field on a cut-plane. Streamlines constrained to the plane can be calculated from a
cut-plane extract without referencing the solution.

Time step animation is crucial for visualizing time-dependent solutions. A minimal animation

data type is a sequence of images, e.g., a video tape. We call this a movie. Like images, movies

have no viewpoint control. To provide viewpoint control we also provide scenes. A scene is a set

of graphic objects evolving through time and a navigation. A navigation is the path a virtual cam-

era might take through time and space to create a movie, i.e., an ordered set of viewpoints-and

4. Lossy data compression does not preserve all of the information; i.e., one cannot reconstruction the origi-
nal data from the compressed form.

1. A streamline is a particle trace in a steady velocity field.





viewing directions.A movie is createdby 'turning on' a virtual cameraandrunninga scene.

F xtratH HSeneH
Figure 4: Animation Facilities are Required

Each solution, extract, graphic object, scene, navigation, and movie is an object. A database con-
raining all objects is needed to provide:

• Unified access to all objects. This is a major convenience and is necessary to implement
time vs. space trade-offs by deleting objects.

• Performance metrics, i.e., object generation CPU time and storage requirements. These
are essential to making informed trade-offs.

• Save and restore. Essential to avoid losing work when an application must exit.

• Object history. A description of how each object was created. This is useful to conve-

niently implement repetitive operations 1 and for making time vs. space tradc-offs when

saving state; e.g., choosing whether to save an isosurface to disk or recalculate it when
restoring state.

Database

Graphics

Scenes
Movies

Figure 5: A Database Provides a Unified Interface and Time/Space Metrics

To complete the model, we add software tools to manipulate each of the data structures and the

database as a whole. We deliberately leave tool definition for last to minimize the importance of

I. For example, calculating an isosurface for many time steps.





thetoolsandfocusattentionon thedata.

Solver

/Solution/

_lExtractor

Extracts [

rtist

[ Graphics I

Director

Scenes 1

l Camera

Movies I

Calculate solution time steps

from the previous time step or
initial conditions.

Use visualization algorithms

to sub-sample or resample
solutions and extracts.

Choose graphic representa-
tions for extracts.

Compose and sequence

graphic objects. Navigate

viewpoint in space and time.

Capture scenes as sequences

of images.

The database includes all

data structures. The database

is manipulated by a set of
browser tools.

Legend

I Data Type I

Tool

Data Flow
v

Figure 6: Tools Used to Create Data Structures

The terms artist, director, and camera are borrowed from the film industry. An artist chooses a

visual representation for an idea (extract). A director chooses props and actors (graphic objects)
and camera angles (navigation). Cameras record movies.

Although the model is very flexible and can be used in many ways, it was developed to address

the situation where the solution is calculated on a supercomputer, visualized on a workstation, and

there is not enough disk space to store all solution time steps. An approach to this problem using

the model is illustrated in figure 7. Note that the database functionality is needed to manage the

storage and CPU resources on each machine, deleting and transferring objects as necessary.
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Extracts

Graphics

Scenes

Supercomputer

Workstation

VCR

The supercomputer computes solu-

tion time steps and calculates

extracts extracted directly from the

solution. Solution time steps are

buffered on disk to give maximum

time to find the right extracts. Due

to storage limitations, however,

eventually solution time steps must

be archived to tape or deleted.

The workstation calculates extracts

extracted from other extracts, con-

verts extracts to a variety of graphic

objects, and navigates through the
graphic objects.

Legend

[ DataType I
Tool

Hardware

Data Flow

Video tape captures scenes as

sequences of images, i.e., movies.

Figure 7: One Use of the Model

With this approach, it is possible to visualize solutions that are much larger than available storage

if the desired extracts axe known a priori. Since solvers generate time steps sequentially and

slowly (see table 4), extracts may be extracted from solution time steps as they are produced.

Once extraction is complete, the solution time step is discarded. Extracts are generally much

smaller than solutions, so extracts can be chosen to fit in available storage 1. If the required

extracts are not known a priori, solution time steps may be buffered and examined to choose

extracts until storage runs out -- at which time old solution time steps must be discarded (or

archived) to make room for the new. When solution time steps must be discarded, choosing the

proper extracts is crucial to successful simulation, just as choosing the proper type and location of

sensors is crucial to successful windtunnel experimentation. Choosing the proper extracts is much

easier if a numerical experiment is designed to test a specific hypothesis, rather than to 'simulate
system XYZ.'

1. The space vs. time vs. flexibility Wades involved in this decision are discussed in section V.





Webelievethatextractsandthedatabasearenecessaryto addressthedatamanagementproblems
thatmustbesolvedto visualizethelargesttimedependentCFD datasets.Unfortunately,these
elementsarenotemphasizedin existingvisualizationsystems.Wediscusstheseelementsof the
modelin thenext two sections.

III. Extracts

Extracts are fields on grids. Extract grids may be 3, 2, 1, or 0-D objects embedded in _ evolving

from time step to time step. Two-D grids represent surfaces, 1-D grids represent curves, and 0-D

grids represent points (for example, a number of disconnected particles released in a flow). While

there are a plethora of common visualization techniques that generate graphic objects, removing

the rendering issues irrelevant to extracts substantially reduces the number of techniques. Some of
them arel:

• A subset of a solution's nodes in time and space; e.g., a single plane of a 3-D curvilinear

grid, the exterior surface of an unstructured grid, or all nodes with a scalar field value
above a threshold.

• Marching cubes [Lorenson87] generated surfaces, usually isosurfaces or cutting planes
[Kerlick89]. These grids are unstructured surface (2-D) grids.

• Integration. Streamlines, particle traces, particle paths, streaklines, and tangent curves,

are generated by integrating particles through a vector field. If particles are integrated

within a single time step, 1-D grids are produced. If particles are integrated though time,

0-D grids are produced. Stream surfaces are produced by integrating a curve through a
vector field at each time step.

• Ray casting. Although most ray casting algorithms produces images as output, Haimes91

uses a x-ray model to produce scalar fields on grids embedded in _, i.e., extracts.

• Vector field stationary points 2, i.e., those points where a vector field vanishes. These

points are crucial to vector field topology visualizations [Helman90, Globus91 a]

Any number or type of fields may be calculated and stored on an extract's grid, but there is one

'field' that has very special properties. This 'field' is known as computational space. Computa-

tional space values are pointers into the solution's data structures along with interpolation coeffi-
cients.

To understand computational space, note that volumetric grids divide _ into cells. A cell has an

interpolation scheme, usually linear, that defines the field at all points within the cell. A computa-

tional space value is a cell identifier along with interpolation coefficients. For curvilinear grids, a

computational space value can be three floating point numbers. The integer part specifies a cell

(usually the lower left vertex of a hexahedron) and the fractional part specifies the interpolation

coefficients. If an extract saves the computational space field on its grid, new fields may be calcu-
lated from the solution by simple interpolation. This improves performance when solutions and

extracts have static grids and the extract's field must be calculated for many time steps. Storing
the computational space field on an extract also allows deferred decisions on the fields to calcu-

late. Finally, note that the computational space field can even be used to calculate the _ values of

the grid's nodes! [Haimes92] Thus, an extract need only produce the computational space field.

1. See appendix C for further explanation of each technique.
2. A.K.A. critical points.





All other fields,including thelocationof grid nodesin physicalspace,maybecalculatedlateras
longasthesolutionis preserved.

IV. The Object Database

Visualization using the model creates many disparate data objects. Thinking of all of these objects

as parts of a coherent object database provides unity and completeness to a visualization system.

In other words, all objects may be accessed through at least one common interface. Furthermore,

the database can be made persistent, i.e., can be saved on disk without loss of state, so that visual-

ization work sessions can be restarted, ported to new machines, and shared with others. Once a

database exists, it is possible to collect information that supports time vs. space vs. flexibility
trade-off decisions. Specifically, object time and space metrics and histories should be main-
rained.

Resource metrics, i.e., time and space to create or maintain objects, are needed to make intelligent

trade-offs allocating scarce computational resources to visualization tasks. E.g., the storage
required for an isosurface not currently being rendered vs. the time to re-calculate the isosurface

from the solution; or the flexibility lost when a solution is discarded after extracts are calculated
vs. the storage required by the solution.

In many cases, an extract must be calculated from many solution time steps. Objects that know

their history (he data and procedures used to calculate an object) can be recalculated when the

data they are derived from change, e.g., when another time step becomes available from the solver

or disk. In addition, facilities to automatically recover objects can save significant rework. When

an object is deleted, instructions for regenerating the object can be saved along with estimates of

regeneration time and the storage required. To implement recovery, objects must know their his-
tory.

Considerable effort may go into creating a database. It should not be lost simply because the

application exits. A database can be stored on a persistent media, such as disk, when a user quits

the visualization system. Since objects are aware of their history and resource requirements, it is

possible to make trade-offs between storing all objects as data or recalculating. For example, if

disk space is at a premium, most objects can be stored as instructions for regeneration or if disk

space is plentiful and users arc pressed for time, most objects can be stored as data. In many cases

one needs to save a portion of a database and import it elsewhere. Thus, the ability to select a por-

tion of the database for export or add a portion of a database to another is important.

V. Time vs. Space vs. Flexibility Trade-Offs

On any computer system there is some hard limit to the amount of data that can be stored. There

are also limits to the amount of time users are willing to spend on a given task, although these lim-

its are less well defined. Of course, it is frequently possible to trade space for time and vice versa.

When visualizing the largest numerical solutions, time and space limits quickly become con-

straints. Successful visualization requires an understanding of the issues driving space vs. time

trade-offs. In particular, when space limitations are reached something must be deleted. This

involves loss of flexibility, or, if the deleted object can be recalculated, a time trade-off. Figure 8
illustrates the general space, time, and flexibility characteristics of the model's data structures.

9
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Figure 8: Time vs. Space vs. Flexibility

The dominant fact is that solutions are large and take a long time to calculate. Solutions are so

large that even reading stored solutions from disk can take considerable time (see table 4 in
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appendixD). Solutionsmaybecoarsenedin time (e.g.,everynthtime stepdeleted)without loss
of informationsincethedeletedtime stepsmayberecalculated,but astable4 shows,recalculat-
ing thesetimestepscantakeconsiderabletime.

Extractsarepotentially muchsmallerthansolutionsproviding substantialdatacompressionif
solutiontimestepscanbedeletedafterextraction.Mostextractsare2-D, 1-Dor0-D. Unlessthere
areavery largenumberof 1-Dor 0-D extracts,the2-Dextractswill dominatestoragerequire-
ments.If n is thenumberof nodesin thesolutionsgrid, 2-D extractsrequireO(n2_)storage.As n
becomeslarge,O(n_) becomesrelativelyquite small.Furthermore,a usercancontrol thespace
consumedby extractsbychoosingthenumberandtypeof extractsto calculate.Theseeffectscan
combineto achieveorderof magnitudelossydatacompressionwhenextractsaresubstitutedfor
solutions,oraslittle asafactorof threeor four compression.AppendixD containsanequationfor
calculatingextractsizesasafunctionof solutiongrid sizeandthedesiredextractsalongwith sup-
porting data.Note that2-D extractsgeneratedby themarchingcubesalgorithmtend to be large
sincetheresultingunstructuredgridsrequirelists of trianglesaswell asarraysof nodes.

Table7 suggeststhatextractcalculationscanbeasignificantfractionof theCPUtime asolver
requires.This suggeststhatif extractsfor all timemustbecalculated,extractsshouldbecalcu-
latedin batchmode.Alternatively,extractsfor individual time stepsmight uselazyevaluationin
hopesof avoidingsomecalculation.Thisapproachwill meanvery slow animationratesuntil all
thedesiredextractshavebeencalculated.Alternately, extracts can be derived from solutions

coarsened in space and/or time to speed calculation at the expense of accuracy. Full resolution cal-

culations can be made in batch once the right extracts have been found. As we will see, conver-

sion of extracts to graphic objects and viewing can be accomplished interactively.

Graphic objects can be implemented by converting extracts to graphic specific data structures, by
rendering functions that take extracts and rendering parameters as arguments, and/or a continuum

between these extremes. The choice of implementation affects time and space trade-offs between
extracts and graphic objects.

If graphic objects are implemented by converting extracts to graphic data structures, rendering

time may be decreased by a factor of two to eleven _ because graphic data structures are optimized

for rendering. The storage required for a graphic object is about the same as that required by the

extract represented. Graphic vertices require the same space as extract grids; vertices needed to

specify arrow plots of vector fields are the same size as vector fields; and graphic RGB values are

about the same size as scalar fields. Note that if an extract is deleted, then most rendering flexibil-

ity is lost. There is one case where extract grids are much larger than graphic object vertex lists:

when unstructured grid connectivity information is required to optimize particle integration.

If graphic objects are implemented as rendering functions taking extracts as arguments, there is no

storage penalty for graphic objects, but rendering time is greater than when special graphic data

structures are built. Since no data is discarded in this approach, no flexibility is lost.

Scenes are simply sets of graphic objects combined with a small amount of viewing information

so there are no space vs. time vs. flexibility trade-offs to make. Note that canned navigations

requiring a small amount of storage are needed to repetitively animate graphic objects -- an
important capability when trying to understand a complex visualization.

Converting scenes to movies eliminates most flexibility but greatly increases rendering speed in

1. See appendix D for details.
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mosteases(30framesa secondfor videotape).Although thestoragerequirementsof scenes
(including thegraphicobjects)maybemuchgreateror lessthantheequivalentmovie,movies
may bestoredonvideo tapewith minimal lossof functionality sospacetrade-offsarelargely
irrelevant.Usercontrol of moviesis limited to time controls:forward,backward,faster,slower,
andfreezeframe.

VI. Discussion

The perceptive reader will notice that there is no discussion of fields over the entire solution grid

calculated from fields produced by the solver, e.g., the way Plot3d calculates many functions. This

idea was left out to simplify the presentation. The same reader will note that there is no discussion

of statistical techniques such as histograms. These could be thought of as grid-less extracts.
Again, these were left out to simplify exposition.

This paper has focused on very large time dependent solutions. These data are characterized by a

set of 3-D solutions indexed by time. The fact that the index is time is not crucial to the model,

although comparisons between widely separate index values become more important. In a more

complex situation, one can imagine numerical experiments with two indexes, e.g., Reynolds num-

ber and time. In this case, the model is even more useful but database management and director
tools become more complex.

Visualization is used not only to understand results, but also to debug solvers. The system charac-

teristics required for unsteady flow visualization are similar to debugging since a solution is con-

verging and is thus unsteady. For debugging, discarding solution time steps is much less
objectionable than when visualizing results, so extracts are more useful.

The database may also be useful for archiving numerical experimental results. The database can

be pruned to a bare minimum of storage supporting (or invalidating) an experiment's hypothesis

and stored on suitable media along with journal articles and solver source code. As large simula-

tions can consume months of a scientists career, it makes sense to keep a substantial, well orga-
nized, portable archive.

VII. Future Work

A prototype system based on this model is in development. We are directing prototype develop-

ment towards solving the problems of particular investigators rather than building a general pur-

pose system. A full featured, general purpose implementation of the model will probably require a
moderate sized programming team.

For the most part, this paper has assumed that users choose the extracts to calculate. However,

imagine smart sensors that examine solution time steps to find features and generate extracts

appropriately. For example, setting an isosurface threshold at the center of the steepest gradient of

a scalar field, or creating three orthogonal cutting planes at vector field stationary points. This
concept, contributed by Val Watson, is a rich area for future research.

VIII. Summary

We have presented a software model intended as a guide to solving performance and flexibility
problems encountered when visualizing the largest time dependent volumetric CFD results. The

model consists of a database of solution time steps, extracts, graphic objects, scenes, and movies

12





alongwith associatedtools.Extractingextractsratherthangraphicobjectsfrom a solution
increasesflexibility andachievessubstantiallossydatacompression.A persistentobjectdatabase
unifiesaccessto all datatypesandkeepsperformancemetricsfor all objectsto supporttimevs.
spacevs.flexibility trade-offs.Thedatabasealsomaintainsobjecthistoryto simplify repetitive
operationsandsupportefficientsavestateandrestore.Althoughmostvisualizationsystems
implementpartsof themodelandcanbeanalyzedin themodel'sterms,thereisno complete
implementationto provetheconcept.

Wehopeto seethemodelusedto guidedevelopersbuildingvisualizationsystems.Wealsohope
to seevisualizationusersusethemodelfor systemevaluationandto understandrequirements.
Developersandusersshouldrecognizethatall portionsof themodelareimportantandnone
shouldbeignoredor left out, althoughsomewill bemoreimportantthanothersfor aparticular
application.

Appendix A: Glossary

The artist tool is used to create graphic objects from extracts.

An animation is a picture that changes over time.

The camera tool produces movies by recording the sequence of images produced by a scene.

A persistent object database unifies access to all objects and maintains object histories and per-
formance metrics.

The director tool produces scenes by choosing a set of graphic objects to animate and a view-

point and direction navigation through time and space.

An extractor tool creates extracts from solutions and/or other extracts.

Extracts are a subset of a solution's nodes or a resampling of the solution domain. In each case,

an extract may extend over some or all time steps. Extracts reduce solution dimensionality or

reduce the size of the solution's dimensions to achieve massive lossy data compression. Extracts
are extracted from solutions or other extracts by extractor tools.

Graphic objects are sets of vertices with rendering information. Graphic objects are derived from
extracts by artist tools.

Movies are sequences of images, e.g., video tapes. Movies are created from scenes by camera
tools.

A navigation is a sequence of viewpoints and view direction used to animate a set of graphic
objects in a scene. Navigations may be canned or interactive.

A scene is a set of graphic objects and a navigation. A navigation is a viewpoint and viewing

direction evolving over time. The graphic objects to animate and the navigation path are chosen
by director tools.

A solution is a set of sampled scalar and vector fields evolving in time in a volume. Fields are

sampled at each node of a computational grid at each of many time steps. Grids may evolve with

time. Solution time steps are generated from initial conditions or previous time steps by solver.

Viewpoint is the location of the viewer, or camera.

View direction is the direction a camera is looking from.
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Appendix B: Visualization Techniques as Extracts

Most common visualization techniques can be easily modified to extract extracts rather than

graphic objects. Table 2 summarizes the characteristics of common visualization techniques.

Fields are not discussed because any field may be calculated on any extract, although some make
more sense than others. Table 7 gives performance data for some of these extracts.

Visualization

Technique

Grid Planes

Grid Volumes

2-D curvilinear

3-D solution

grid type

Surface Grid 2-D solution

grid type

Cut Plane 2-D unstruc-

tured

Isosuffaces 2-D unstruc-

tured

Tangent Curves. 1-D

Particle Trace O-D

Streaklines 0-D

Table 2: Visualization Techniques

Grid Type
produced a Description

a two dimensional slice of a 3-D field created by holding

one index constant and allowing the other two to vary

over their whole range. A set of grid planes over time is

similar to a 3-D data set and may be examined with some

of the same techniques.

a three dimensional portion of a 3-D field created by limit-

ing the number of solution grid nodes included, e.g., by
limiting the extent of each dimension.

covers the surface of the vehicle or hardware investigated.

an arbitrarily oriented plane through the data. If one uses

marching cubes to generate the cutplane [Kerlick89], the

plane is represented by an unstructured grid of triangles.

the surface where a scalar field has a constant value. Isos-

urfaces do not always need to have field values calculated

for each vertex since the spatial information alone is fre-
quently of great interest.

a curves passing through a point (the seed) that is every-

where tangent to a vector field. Functions on tangent

curves are frequently used to control graphic representa-

tion, e.g., stream polygons [Schroeder91 ].

the path a massless particle takes when released into a

vector field. Note that in a steady vector field, a particle

trace is identical to a tangent curve.

created by continuously emitting particles from seed

points. Each time step new grid nodes are created at the

seed point.
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Table2: Visualization Techniques

Visualization

Technique

Tangent Sur-
face

[Hultquist90,

92b]

Pixel Plane Ray

Casting

X-Rays

[Darmofal91]

Gridigration

[Globus92a]

Vector Field

Isodirection

Line

[Yamasaki92a]

Vector Field

Topology

[Helman90]

Grid Type
Produced a

2-D curvilin-

ear or unstruc-

tured

2-D regular

2-D

2-D curvilinear

1-D

0-D, l-D, 2-D

Description

a surface passing through a curve (the rake) that is every-
where tangent to a vector field.

casts rays from the eye-point through each pixel into the

data volume. Information collected along the ray is depos-

ited in the pixel. Thus, a 2-D field on the viewing plane is
produced consisting of RGB or HLS values.

casts rays from an emitter to a detector. Rays process

information along their path and deposit a scalar field on
the detector.

a special case of the x-ray model for curvilinear grids

where the emitter is an exterior grid plane, the detector is

the opposite grid plane, and rays follow grid lines.

a curve where a vector field is unidirectional. Usually a

number of directions are used simultaneously to study a
vector field.

To a first approximation, vector field topology consists of

zeros (stationary or critical points) in a vector field and the

stable and unstable manifolds passing through them.

Thus, at each time step there is a unconnected set of Points

(0-D), a set of tangent curves (l-D) and tangent surfaces

(2-D). The eigenvalues and eigenvectors of the gradient

tensor at each stationary point may be thought of as a field

on the stationary point grid. In this case, the field may

only be desired on parts of the grid (the stationary points
but not the manifolds).

a. The type of grid at a single time step.

Appendix C: Existing Visualization Systems

Visualization systems may be analyzed in terms of the model. Table 3 describes a sampling of
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visualizationsystemsin themodel'sterms.A shortdescriptionof eachsystemfollows.

Table3: UnsteadyVisualization Systems

System Solutions Extracts

Buning85 steady
(Plot3d) curvilinear

multi-zone,
iblank

Bancroft90 steady,
(FAST) curvilinear

multi-zone

iblank

SGI92

(Explorer)
steady,
curvilinear

single zone,

stretched,

and regular

Yamasaki92b unsteady c,

curvilinear

single zone

Bryson91 unsteady,
curvilinear

single zone

Haimes91 unsteady,

unstructured,

curvilinear

multiple

abutting

zones

no

most

graphic

objects are

implement
ed as

extracts

and render-

ing func-
tions

isosurface,

grid planes

multiple

grid
planes for
all time

no

computatio

nal space

fields.

Maintains

database

of extracts.

Graphic

Objects a

grid planes,

isosurfaces,

tangent curves

isosurfaces,

cut planes,

grid planes,

grid volumes,

vector field

topology, tan-

gent curves

isosurfaces,

cut planes,

grid planes,

grid volumes,

gridigration,

splatting

grid planes,
isosurfaces

tangent

curves, parti-

cles, streak-

lines

cut planes,

tangent

curves, parti-

cle paths,

streaklines,

surface grids,

x-rays

Scenes b

navigation by key
frames and tween-

ing. A graphic

object database

chooses graphic

objects to animate.

simple time con-
trois

interactive 3-D vir-

tual reality naviga-

tion; time freeze

frame

time controls at

source code level

Movies

no

stop
frame

tO

video

disk

no

no

no

no

a. Only the extracts that can be converted to graphic objects are listed. Otherwise the lists would be too long.
b. All the systems have interactive 3-D navigation of graphic objects, so only additional scene facilities are
mentioned.
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c.Steadyandunsteadyrefertothefields. All of these systems only function on static grids.

Yamasaki92b focuses on distributing unsteady visualization between supercomputers and multi-

ple users on separate workstations. Solution data is organized such that k slices are contiguous

through all time, thus optimizing viewing by k slice. Graphic objects are passed to a workstation

for rendering and navigation. Gerald-Yamasaki notes that transferring graphic objects minimizes

network traffic over other possible problem partitions while taking advantage of specialized work-
station graphics hardware.

Bryson91 discusses the Virtual Wind Tunnel using virtual reality technology to visualize time-

dependent flow. Graphic objects are calculated from solutions stored entirely in RAM, which

improves performance but limits data set size. The Virtual Wind Tunnel has been distributed

between a workstation and a mini-super computer to widen the storage bottleneck [Bryson92].

Haimes91 has developed Visual3 to visualize unsteady 3-D flows. Visual3 has the somewhat

unique feature of 3-, 2-, and 1-D windows displaying the same data from different dimensional

perspectives. For example, Visual3 might display a cutting plane in 3-D, a 2-D window of the cut-

ting plane color mapped, and a 1-D xy plot of a curve on the cutting plane. Visual3 is a modify-
the-source-and-rebuild system.

Appendix D: Storage and CPU Time Data

Solution Data

Table 4: Time and Space for a Few Unsteady CFD Simulations at NAS a

Data Set

Smith91

GB92

Atwood92

Chawla92

Time Time Step Total Disk Time

Nodes Stepsb Size c Size d per Time

(megabytes) (gigabytes) Step e (sec)

2,800,000 100 56 5.6 1.7 / 15.6

1,400,000 400 28 11.2 0.8 / 7.8

1,600,000 500 32 16.0 1.0 / 8.9

900,000 9,000 18 162.0 0.5 / 5.0

CPU Time

per Time

Step f (sec)

420

675

480

148

a. For the multi-zone curvilinear grids used by these solvers, each node requires a location (three floating
point numbers) and a mask (one integer) for the grid plus five floats for each solution time step. This table
assumes four bytes per float or integer, which is appropriate for visualization.

b. The number of solution time steps required for visualization purposes. It is important distinguish between
visualization time steps and simulation time steps. Typically there are 5-20 simulation time steps per visual-
ization time step. Solvers must take small time steps for a number of reasons, but the solution changes so lit-
tle that adjacent time steps are virtually identical to the eye. Note that extracts that do not accumulate error,

such as isosurfaces, can use larger time steps than those that do, such as integration. When integrating a
curve, error accumulates with each integration step.
c. The grid is static and, therefor, is not included.

d. NAS workstations may have 1-2 gigabytes of disk. The NAS Convex has 100 gigabytes of disk storage.
e. Time to read a time step's data from disk. The two values are the fastest transfers achieved at NAS on the
Convex (33 Mbytes/sec. [Miya92]) and SGI workstation (3.6 Mbytes/sec. [Lam92]) respectively.

f. CPU time to calculate a visualization time step on the NAS Cray YMP. Wall clock time is usually much
longer due to resource competition with other jobs.
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Extract Sizes

Three grid planes, three large marching cubes surfaces (isosurfaces or cutting planes), and a parti-
cle cloud containing 20,000 particles are extracted from various size solutions on curvilinear
grids. Assume two scalar and one vector fields are in each extract.

Table 5: Relationship Between Solution and Extract Time Step Storage Requirements

Solution Grid (nodes)

500,000

1,000,000

2,000,000

3,000,000

4,000,000

5,000,000

10,000,000

Solution

(megabytes)

10

Combined Extracts

(megabytes)

5.2

Extract as a Percent

of Solution

52%

20 8.0 40%

40 12.5 31%

60 16.3 27%

19.780

100

200

22.8

36.0

25%

23%

18%

Furthermore, a user can control the space consumed by extracts by the number and type of

extracts to calculate. Consider a solution on a 3,000,000 node solution on a curvilinear grid. Table
6 shows storage requirements for various extracts. Note that the marching cubes surfaces con-
sume the most storage:

Measure

Size (megabytes)

Percent of Solution

Size

Table 6: Space Consumed by Different Extracts

Grid Plane

0.3 / 0.5 b

0.5% / 0.8%

Small a

Marching
Cubes Surface

0.8 / 1.0

1.4% / 1.7%

Large

Marching

Cube Surface

3.3 / 4.0

5.6% / 6.7%

10,000

Particles

0.2 / 0.3

0.3% / 0.4%

a. Marching cubes surfaces can vary greatly in size depending on the number of cells intersected. Appendix
A contains some data on this issue.

b. The first number assumes one scalar field on the extract's grid. The second number assumes on vector
field on the extract's grid.

Extractor CPU Time

Table 7 provides performance metrics for the extracts and related graphic objects in table 2. Many
simplifying assumptions were made generating this table, some of which are described in the
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footnotes.

Table 7: Extract Performance a Characteristics

Extract

Grid Plane

Cut Plane

Isosurface

Tangent
Curve

Vector Field

Topology

Total

Total w/o

topology

Solution d

5

5

3

Number

ina

Scene b

100

0D: 88

1D: 265

NA

NA

Grid

Nodes

(thousan

ds)

111

265

214

222

0D:

0.088

1D: 148

960

811

1,000

Grid Scalar/Vector

Size Field Size per
Time Step c

(Mbytes)
(Mbytes)

1.78 0.44/1.33

9.38 1.06/3.18

7.55 0.86/2.57

2.66 0.89/2.66

0D: 0 0D:0/0

1D: 1.78 1D:0.59/1.78

23

21

3.84/11.53

3.25/9.74

16 4/12/20 e

Extract

Calc/Render

CPU Time per

Time Step

(seconds)

NA/7.94

66/26.46

53/20.24

131/0.72

0D: 406/0.53

1D: 1041/1.15

1697/57

250/55

150 f

Graphic

Object

Render

CPU

Time per

Time

Step

(seconds)

2.43

6.61

5.69

0.55

0D: 0.49

1D: 0.75

16.51

15

NA

a. These data were taken using FAST on a 226,800 node data seL[Rizk85] on an SG1320 VGX with 64

Mbytes of memory. All numbers were linearly extrapolated to simulate a 1,000,000 point data seL Elapsed
times were measured with a stop watch.Rendering times were timed for 100 iterations and averaged.
b. This column is the number of each type of extract that might be desired for a visualization. This number,
although somewhat arbitrary, is necessary to calculate the values in the performance columns.
c. Assuming one scalar and one vector field for each extracL
d. Added for reference.

e. 20 Mbytes for a typical 5 value (density, momentum vector, energy) CFD solution

f. Solver seconds per visualization time step assuming 10 solver time steps per visualization time step.
Speeds are consistent with table 1, i.e., on a Cray YMP.
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Graphic Object Issues

Table 8: Extract vs. Graphic Object Sizes for Field Representation

Rendering Data
Extract Field Size per Node Storage per vertex

(bytes) Graphic Object

Scalar 4

4Scalar

Scalar

Scalar

Vector

Vector

4

4

12

12

RGB Colormap

Index Colormap

Contours

Height Field

Lines

Lines w/Arrows

(bytes)

3-4

1-4

Not Applicable

4- 12

12

12+

Incorporate my and FAST rendering time data.
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